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Abstract—Advance Reservation (AR) for Clouds is now a 
significant research focus as it allows consumers to gain 
synchronized access for their applications to be executed in 
parallel, and assures the availability of resources at specified 
future times. Clouds could be leased by the faculties of the 
college, who want to demonstrate the execution of the parallel 
program on a distributed system during the lab hours or if a 
firm wants to lease the web server for months or years, a 
dedicated server in a data center may be from 
Amazon EC2 [17]. The Resource provisioning model proposed 
in this paper provides a support for immediate, best-effort 
provisioning and AR, including preempting Virtual Machines 
(VM) in the favor of an AR, suitable for the above specified 
scenarios. AR of Resources offers a better Quality of Service 
(QoS) for time critical applications. Here, an effort is also 
made to discuss the Parameters of the Reservation and the 
possible states the Reservation made by a consumer may be in. 
We also show how the ARM (Advance Resource Management) 
module can be embedded in the general architecture of the 
Cloud. 

Keywords: Cloud, Advance Reservation, Synchronized 
Access, Active, Commit. 

I. INTRODUCTION 
“A Cloud is a type of parallel and distributed system 

consisting of a collection of interconnected and virtualized 
computers that are dynamically provisioned and presented as 
one or more unified computing resources based on service-
level agreements established through negotiation between 
the service provider and consumers.”[1]. In most of the 
Clouds (like Eucalyptus [16], OpenNebula [8] and Amazon 
EC2 [17]), the request placed by the consumer is initially 
placed in a Queue Data Structure if there are no required 
resources available or scheduled immediately if available. 
Thus, there would be no assurance as to when the request 
would be executed.  

This could be a major issue in parallel and distributed 
applications where most of the processes are dependent on 
each other. Such processes could be handled effectively by 
AR. AR in a Cloud allows consumers to achieve 
synchronized access for their applications to be executed in 
parallel, and assures the availability of requested resources to 
the consumer at specified future times. Clouds could be 
leased by the faculties of the college, who want to 
demonstrate the execution of the parallel program on a 
distributed system during the lab hours or if a firm wants to 
lease the web server for months or years, a dedicated server 

in a data center may be from Amazon EC2 [17]. The 
Resource provisioning model proposed in this paper 
provides a support for immediate, best-effort provisioning 
and AR, including preempting Virtual Machines (VM) in the 
favor of an AR if required and is suitable for the above-
specified scenarios. Common resources which could be 
requested or leased are Nodes (VM), network bandwidth, 
memory and disk space. 

The later part of this paper is structured as follows: 
Section 2 discusses Related Work, Section 3 discusses the 
Resource provisioning model, Section 4 discusses the 
Reservation Request Model, Section 5 discusses the States of 
Advance Reservation and Section 6 Concludes the paper. 

II. RELATED WORK 
Quite a few Research Clusters have worked in the related 

areas like Cluster, Grid and Cloud, addressing varied topics 
like Job Scheduling on virtual clusters [3, 4, 5, 6], but all of 
these focus on meeting the requirements of a single 
provisioning situation (either best effort or immediate but no 
ARs) except for Walters et al [6] and Borja Sotomayor et al 
[2, 8]. 

Resource management in Clouds is at a finer granularity 
and has many related levels. Managing resources 
dynamically and agilely in terms of the varied requirements 
of consumers is a challenge in Cloud Computing 
environments, and a Resource Allocation Strategy based on 
Market Mechanism (RAS-M) is proposed to settle this 
problem. RAS-M tries its best to achieve the equilibrium 
state through employing the present GA-based price adjusted 
algorithm [10]. 

OpenNebula is an open source virtual infrastructure 
manager that can be used to deploy virtualized services on 
both, a local pool of resources and external IaaS 
(Infrastructure as a Service) clouds. Haizea, a resource lease 
manager, can act as a Scheduling backend for OpenNebula 
providing features not found in other cloud software or 
virtualization-based datacenter management software, such 
as advance reservations and resource preemption [8]. 

The model proposed in this paper provides a support for 
immediate, best-effort provisioning and AR, including 
preempting Virtual Machines in the favor of an AR if 
required. AR guarantees the availability of resources to the 
consumers and applications at the requested times and offers 
better QoS. It also specifies the parameters of the 
Reservation and the possible states in which the Reservation 
made by a consumer can be in. 
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III. RESOURCE PROVISIONING MODEL 
The model depicted in Fig 1 [18] shows how ARM is 

embedded in the general architecture of the cloud and how it 
interacts with the other components. The general architecture 
consists of the following components: 

Management Platform

External Clouds

CC

SC

NC
NC

ARM

CLC

 

Figure 1.  ARM embedded in the general Architecture of the Cloud. 

Cloud Controller (CLC) is the access-point into the cloud 
for administrators, project managers, developers and end-
users. It is responsible for querying the node managers for 
information about resources and making high level 
decisions for scheduling and implementing the above 
decisions by making requests to cluster controllers. 
 
Node Controller (NC) is executed on every node that is 
designated for hosting VM instances. NCs control the 
execution, inspection, and termination of VM instances on 
the host where it fetches, runs and cleans up local copies of 
instance images (the kernel, the root file system and the ram 
disk image). It also queries and controls the system software 
on its node (host OS and the hypervisor) in response to 
queries and controls requests from the cluster controller. 
The Node controller is also responsible for the management 
of the virtual network endpoint. 
 
Cluster Controller (CC) generally executes on a cluster 
front-end machine or any machine that has network 
connectivity to both the nodes running NCs and to the 
machine running the CLC. It collects information about a 
set of VMs and schedules them for execution on specific 
NCs. It also manages the virtual instance network and 
participates in the enforcement of SLAs (Service Level 
Agreements) as directed by the CLC. All nodes served by a 
single CC must be in the same broadcast domain (Ethernet). 
 
Storage Controller (SC) implements block-accessed 
network storage. An Elastic Block Store (EBS) is a Linux 
block device that can be attached to a virtual machine but 
sends disk traffic across the locally attached network to a 
remote storage location. An EBS volume cannot be shared 

across instances but does allow a snap-shot to be created 
and stored in a central storage system. 
 
Management Platform provides an interface to various 
cloud services and modules. These features can include VM 
management, user/group management, accounting, 
monitoring, storage management, cloud-bursting, SLA 
definition, and enforcement provisioning. 
 
ARM, the Resource provisioning model, is the model that is 
responsible for Advance Reservation. It interacts with NC 
and CLC before confirming the reservation to the consumer. 
It also provides support for immediate and best-effort 
provisioning. 

IV. RESERVATION REQUEST PARAMETERS 
Initially, a reservation request consists of the <Nq, Dm, Tq, 

Rt, RT, RSP, A> where Nq is the Number of nodes desired, 
Dm is the Duration, the amount of time the Reservation will 
last, Tq is the desired Start time, Rt any other Resource Types, 
RT is a particular type of Reservation, RSP is the Resource 
Specific Parameters (parameters that are unique to each type 
of resource, such as bandwidth for a network reservation and 
number of nodes for a computational reservation) and A is 
the Application to run on those resources. Further, an 
assumption is made that the following procedure occurs 
when a consumer wishes to submit a reservation request:  
 
1) The consumer queries if he can run an application at 

time Tq (the start time) on Nq the Number nodes for at 
most Tm amount of time.  
 

2) The scheduler makes the reservation for the consumer 
at time Tq if it can. In this case, the reservation time, T 
is equal to the requested reservation time, Tq. 

 
3) If the scheduler cannot make the reservation at time Tq, 

it replies with a list of possible times it could make the 
reservation, and the consumer picks the available time 
T which is flanking in time to Tq.  

 
The final part of the model is what occurs when an 

application is terminated. Primarily, only applications that 
come from a queue can be terminated. Subsequently, when 
an application is terminated, it is placed back in the queue 
from which it comes in its proper position. 

V. STATES OF ADVANCE RESERVATION 
An Advance Reservation request can be in one of several 

states during its lifetime as shown in Fig 2[7]. Transitions 
between the states are defined by the operations that a 
consumer performs on the reservation. These states are 
defined as follows:  
 
Request: When a request for a reservation of Resources is 
first made, it is in the Initial state. 
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Reject: The reservation is not fruitfully allocated; cause 
may be the existing reservation has expired or the slots may 
be full. 
 
Accept: A request for a new reservation has been agreed 
upon. 
 
Commit: A reservation has been confirmed by a consumer 
before the expiry time and will be privileged by the 
requested Resource. 
 
Change Request: A consumer is trying to alter the 
requirements for the reservation prior to its starting. If it is 
successful, the reservation is committed with the new 
requirements; otherwise, the parameters remain the same. 
For instance, one can increase the bandwidth that has 
already been requested. A modification that reduces its 
requirements normally succeeds, although certain factors 
may cause reduction modifications to fail, such as local 
policy that does not allow small reservations on some 
resources. In no case should the underlying system 
implement a modification such that if the modification fails, 
the original reservation is lost. For example, a simple 
implementation may implement modification by canceling a 
reservation and making a new reservation, but if the new 
reservation fails and it cannot be rolled back to the original 
reservation, this would be undesirable. 
 
Active: The system executes the reservation as the start 
time has been reached.  
 
Cancel: A consumer may cancel the reservation as it may 
no longer be required. 
 
Complete: The reservation’s end time has been reached. 
 
Terminate: A consumer terminates an active reservation 
before the end time is reached. 
 
Bind Reservation: When the application is ready to use a 
reservation, it may need to provide run-time information 
that was not available at the time the reservation was made 
as shown in Fig. 3. This is known as binding a reservation 
[9]. For example, network reservations require port numbers 
to be specified, but they are not usually known at 
reservation time. Not all reservations require such run-time 
parameters. 
 
Unbind Reservation: A reservation can be unbound. It 
then will no longer be usable by the person using the 
reservation as shown in Fig. 3. It can be rebound,  
however with new run-time parameters as shown in Fig. 4. 
 
 

Request

Accept Reject

Change 
Request

Commit

Active Cancel

Terminate Complete

Accept Request Reject Request 

Commit Expired

Commit

Change Specification

Accept  Change / Reject

Start Time
Cancel

Request Cancellation

Finish TimeTermination Request

Initial State

Initial State

Active

Final  

Figure 2.  A State Transition diagram depicting the states for Advance 
Reservation 
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Figure 3.  A State Transition diagram depicting Bind and Unbind 

Unbound
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Provide new run time 
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Figure 4.  A State Transition diagram depicting Bound and Rebound 
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Query Reservation

Status Attributes

Query for Status
Query for Some Attributes

 
Figure 5.  Diagram depicting Query Operation 

Query Reservation Status: Consumer can query for the 
status of a reservation by polling it. The status includes 
whether the start of the reservation has begun and whether 
the reservation has been committed as shown in Fig. 5. 
 
Query Reservation Attributes: Consumer can query for 
attributes associated with an existing reservation. These 
include begin and end time of the given reservation and 
whether it is a two-phase commit reservation. The attributes 
also include specific information required to actually use a 
reservation. For example, attributes are a Folder name 
where data was staged on or a Queue name which has to be 
used for submitting a job as shown in Fig. 5. 
 
Register Callback: One can provide a function that will be 
called when the status of a reservation changes or when the 
reservation manager wishes to provide extra information to 
the application. This information may include notification 
that the related reservation appears to be too small. 

VI. CONCLUSION 
This paper proposes a Resource provisioning model for 

cloud that provides a support for immediate, best-effort 
provisioning and ARs, including preempting VM in the 
favor of an AR if required and is suitable for the specified 
scenarios where lease would turn cheaper than installation of 
the resources. Common resources which could be requested 
or leased are Nodes (VM), network bandwidth, memory and 
disk space. AR in a Cloud allows consumers to achieve 
synchronized access for their applications to be executed in 
parallel and assures the availability of requested resources to 
the consumer at specified future times. With AR thus 
resources could be managed effectively and would offer a 
better QoS. 
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